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Latent semantic analysis (LSA) is a computational model of human knowledge representation that approximates semantic relatedness judgments. Two issues are discussed that researchers must attend to when evaluating the utility of LSA for predicting psychological phenomena. First, the role of semantic relatedness in the psychological process of interest must be understood. LSA indices of similarity should then be derived from this theoretical understanding. Second, the knowledge base (semantic space) from which similarity indices are generated must contain "knowledge" that is appropriate to the task at hand. Proposed solutions are illustrated with data from an experiment in which LSA-based indices were generated from theoretical analysis of the processes involved in understanding two conflicting accounts of a historical event. These indices predict the complexity of subsequent student reasoning about the event, as well as hand-coded predictions generated from think-aloud protocols collected when students were reading the accounts of the event.

Over the past 10 years, researchers have shown that computational approaches to meaning have substantial contributions to make to both theoretical and practical issues (e.g., Burgess, Livesay, & Lund, 1998; Landauer & Dumais, 1997). In this paper, we focus on one such computational approach, latent semantic analysis (LSA; Landauer & Dumais, 1997), and examine several issues relating to the evaluation of its utility in the prediction of psychological phenomena. In particular, we discuss the application of LSA to predicting adolescents' reasoning about a historical event.

As a theory of knowledge representation in memory, LSA is based on the relatively simple notion that the similarity in meaning of two words can be induced from their usage in written text. By using this principle, simulated representations can be created for words and texts in a variety of specific domains, as well as for general information, through a computational procedure that initially examines co-occurrence frequencies in some set of printed texts and then induces an optimal structure of semantic relatedness, using a computational procedure called singular value decomposition. It is beyond the scope of this article to provide a detailed explanation of the LSA computational procedure, and we refer readers to descriptions in Landauer and Dumais (1997) and in Landauer, Foltz, and Laham (1998). What is important in this context is that LSA is a model of knowledge representation that is based on the patterns of word usage in printed documents.

LSA has proven useful in a variety of comprehension and text-processing situations. These include rating the quality of essays and summaries (Foltz, Gilliam, & Kendall, 2000; E. Kintsch et al., 2000), differentiating among texts on the basis of internal coherence (Foltz, Kintsch, & Landauer, 1998), tracing information in students' history essays to the printed text source(s) from which it came (Foltz, Britt, & Perfetti, 1996), and optimizing the match between readers' conceptual understanding of a topic, based on prior knowledge assessments, and the conceptual difficulty of to-be-read texts on that topic (Wolfe et al., 1998). The reliabilities of the LSA-based assessments have been as good as the reliabilities of human raters asked to make the same judgments. For human raters, these are exceedingly labor-intensive tasks—if they are doable at all.

Some researchers have reacted to the promise of LSA by capitalizing on its practicality and have used it to reduce labor-intensive analyses of other language samples, such as think-aloud protocols (Magliano, Millis, Wiemer-Hastings, & McNamara, 2001) and answers to questions that appear in tutorial dialogues (Graesser et al., 2000).
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In this paper, we report on our efforts to predict the complexity of adolescent students’ reasoning about a historical event from LSA-based indices of how they processed texts about that event. Our work brings to the fore several critical issues that researchers need to attend to in efforts to use LSA for either practical or theoretical purposes. Failure to attend to these issues can result in either inaccurate claims about LSA—both positive and negative—or invalid assessments of a research question.

To preview our argument, there are three major issues. First, researchers need to pay careful attention to the role that semantic relatedness plays in the text-processing or comprehension task under investigation. Each of the successful applications mentioned previously is based on the semantic relatedness principle: Two samples of text are more similar, more coherent, or more related the higher the overlap in their meaning is. Should semantic relatedness predict task performance? If so, what should that prediction look like? Answers to these questions determine the appropriate LSA indices and computational algorithms that should be used. Second, the basis on which LSA determines semantic relatedness is heavily dependent on the “knowledge” (semantic space) LSA has been given, as determined by the document set from which the LSA space has been derived. General knowledge spaces are developed from document sets on a wide variety of topics, about which there is only a small amount of information per topic. General knowledge spaces are akin to a person’s general knowledge of the world. Such spaces may not be sensitive to fine distinctions among technical terms within specific domains, much as a lay person would be unfamiliar with distinctions between specific psychological terms, such as retroactive inhibition and forgetting. On the other hand, knowledge spaces that are highly specific may fail to pick up semantic relatedness that is expressed in non-technical language. Just as Goldilocks was faced with the “just the right size” dilemma, efforts to use LSA must provide evidence of “just the right space.”

The Importance of the Argument

Failure to explore the task and space issues can lead to inappropriate applications of LSA and rejection of LSA as a theory of knowledge representation. Indeed, Glenberg and Robertson’s (2000) rejection of LSA provides a prime example of inadequate attention to both issues. Glenberg and Robertson examined LSA’s ability to predict people’s sensibility judgments of sentence pairs in which common objects were used in uncommon ways. For example, consider the sentence pairs 1A and 2A.

1A. Marissa forgot to bring her pillow on her camping trip. As a substitute for her pillow, she filled up an old sweater with leaves.

2A. Marissa forgot to bring her pillow on her camping trip. As a substitute for her pillow, she filled up an old sweater with water.

Glenberg and Robertson used a general knowledge space to compute LSA similarity ratings for the two sentences in each pair. The similarity ratings for the sentences in 1A and 2A did not differ. However, peoples’ sensibility judgments were significantly higher for 1A than for 2A. Glenberg and Robertson took this result as an indication that LSA is not capable of representing the knowledge that is needed to understand the difference between these sentences.

We think their conclusion is premature. First, what is the relationship between a sensibility judgment and semantic relatedness? One of the interesting aspects of the situations Glenberg and Robertson (2000) used is that they reflect creative problem solving: Given the pragmatic constraints of the situation (being on a camping trip without a pillow), using a sweater filled with leaves as a pillow is an ingenious solution to the problem and one that requires a metaphorical interpretation of a sweater filled with leaves (e.g., A sweater filled with leaves is like a pillow). W. Kintsch (2001) has shown that algorithms beyond those that compute the overall similarity of one sentence to another are needed for LSA to account for language use in which the interpretation of arguments is dictated by the context, as in metaphor comprehension, causal reasoning, and some similarity judgments. Indeed, the predicate algorithm that W. Kintsch used, in essence, takes into account the substitutability of leaves or water for pillow, interpretations that are dictated by their functional roles in the sentences. But generating LSA representations of the sentences as a whole misses these important attributes of the predicate and arguments. In short, the more appropriate LSA index of relatedness would be based on a different calculation than the one used by Glenberg and Robertson. The predication algorithm may be a computational analogy of the human reasoning involved in sensibility judgments, reasoning that extends beyond semantic relatedness judgments.

In addition to the problem of the derivation of a meaningful semantic relatedness index that reflects sensibility, there is a problem related to the semantic space that Glenberg and Robertson (2000) used. They used a general knowledge space that may not have had enough “experience” with leaves and water in appropriate contexts to make the distinctions needed to distinguish between the sensibility of the two sentence pairs (Burgess, 2000).

A Strategy for Deriving Appropriate Applications of LSA to Text-Processing Research

The key to applying LSA is to understand the psychological processes of interest and how semantic relatedness might impact those processes. For example, if students are instructed to read a text and summarize it, we would expect a high degree of similarity between the meaning of the text and the students’ summaries. On the other hand, if instead of summaries, students were asked to write essays applying what they had read to a new situation, the essays would be expected to be less similar than the summaries to the original text. In addition, we would expect less similarity across students, and we might not expect the level of similarity to predict essay quality. In other words, LSA may not be appropriate for
analyses of reasoning phenomena (for related discussions, see Burgess, 2000, and W. Kintsch, 2001), or at least, simple similarity indices may not be. In the example to follow, we show how we derived LSA-based indices that were predictive of students’ reasoning. LSA, as with people, knows only about words and concepts to which it has been exposed (Burgess, 2000; Landauer & Dumais, 1997). The ability of LSA to match human semantic relatedness judgments is dependent on LSA’s having exposure to texts comparable to ones human judgment makers would have had exposure to. This issue can be especially important when applying LSA to specific content domains. In the example that follows, we present one method for establishing that the semantic space contains sufficient information to make sensible judgments in a particular domain.

Using LSA to Predict Adolescents’ Reasoning: An Example

From a substantive point of view, we were interested in whether the complexity of reasoning about a historical event could be predicted by the processing students had done of two contrasting accounts of the causes of the event. We had been addressing this issue using hand-coded, labor-intensive analyses of students’ think-aloud protocols to describe processing (Côté, Goldman, & Saul, 1998). We pursued LSA as a substitute for the hand coding. To do so we compared the predictive ability of indices derived from the hand coding of processing with LSA indices of processing that we derived through a logical analysis of how semantic relatedness and coherence of processing should be related. Both the hand coding and the LSA-derived indices reflected measures of the kinds of processing that the students did when they were reading the two texts.

Previous research on comprehension reveals a complex relationship between the processing students do during text comprehension, the types of mental representations that students construct, and performance on subsequent comprehension and reasoning tasks. In general, processing that leads to more connected and coherent relationships among different ideas in text leads to better learning. Côté et al. (1998) found that students vary on several dimensions of processing and that these variations have important consequences in terms of how the information is represented in memory. One important dimension is the extent to which on-line processing tends to be confined to just the information in the sentence a student is currently processing, as compared with utilizing prior knowledge or making connections to other information in the text they are reading. In the former case, students tend to paraphrase each sentence, often not making connections to other knowledge they have that might be relevant. This type of processing tends to produce representations that closely duplicate just the information in the text sentences. Because there is little connection among the sentences or to prior knowledge, these representations are more often fragmentary rather than coherent. In contrast, students who integrate text information with relevant prior knowledge demonstrate better understanding of the text than do students who pay attention to what is said in the text, but not to how it can be understood in the context of their prior knowledge. Also, when students create connections between information in a sentence they are reading and information from earlier in the text, these cross-text connections lead to more coherent representations, especially when the students attempt to explain the relations of different parts of the text to each other or to establish causal links.

Researchers have also found that students create more integrated text representations when they generate explanations of the text information (Chi, 2000; Chi, deLeeuw, Chiu, & LaVancher, 1994; Coté & Goldman, 1999; Coté et al., 1998). Self-explaining is a process by which students generate new knowledge during processing, by connecting text information with relevant prior knowledge, connecting information from different parts of the text, or a combination of the two. Coté and Goldman (1999; Coté et al., 1998) found that when prior knowledge or other text sentences were used in self-explanations, students’ representations were particularly well integrated.

A common method of tapping into on-line processing during reading is to have students provide think-aloud protocols during reading. Human raters then "hand" code the protocols with respect to the text. Indices derived from hand coding represent a fairly well-established and reliable means of characterizing processing (e.g., Chi, 1997; Coté et al., 1998; Trabasso & Magliano, 1996). The problem is that hand coding is a highly labor-intensive process. Our desire was to determine whether we could derive LSA indices that would require less labor-intensive analyses of the protocols but that would reflect the kind of processing known to be associated with more coherent and integrated representations. In the next sections, we first will describe the processing and reasoning data that were collected from adolescents, the hand coding of the protocols, and the relationship between the measures derived from hand coding and the subsequent reasoning data. We then will discuss our process for developing LSA indices for the processing of the texts and the relationship of these indices to reasoning performance.

Adolescents’ Processing of and Reasoning About Historical Accounts

The processing and reasoning data that we consider here were collected from sixth-grade students who were asked to read two texts that provided opposing perspectives on the fall of the Roman empire. Full details of the study are available in Wolfe, Goldman, Mayfield, Meyerson, and Bloome (2000); here, we provide only a summary. The two perspectives agreed on some general information but disagreed as to the underlying cause of the barbarians’ defeat of Rome. One text claimed that the Roman empire fell because the people became lazy, and the other text claimed that the empire fell because it became too big. Students thought out loud as they pro-
cessed the sentences of the texts. After reading the texts, the students answered several questions about their understanding of them and were then asked to provide their own explanation for the fall of the Roman empire: “If someone were to ask you why the Roman empire could not defend itself against the barbarian invasion, what would you say to that person?” From the think-aloud comments, we derived processing indices based on hand-coding methods and on LSA techniques that we devised as described below. These indices were used to predict the complexity of reasoning in the students’ own explanations for the fall of Rome.

**Hand-Coding the Processing**

In order to assess student processing of the texts, we hand-coded the think-aloud data with respect to the content of the protocol statements, using the system of coding developed by Coté et al. (1998). These categories included paraphrases, in which the gist of the sentence was repeated without adding additional information, and elaborations, in which meaning was added to the information in the sentence. Other major categories that were coded included evaluative statements and statements indicating success or difficulty in comprehending the information. Elaborations were also coded as to the source of the information that was used and the type of reasoning that was displayed. The source of the information used in an elaboration could have been the students’ prior knowledge, earlier parts of the text they were reading, or the first text they had read during the experiment (if they were reading the second text). With regard to the reasoning, of greatest interest were causal self-explanations, in which students created new knowledge by generating a causally based connection to some other information. The source of the information used in causal self-explanations could be any of the types mentioned above.

To evaluate student reasoning about the information in the texts, we scored the student explanations for why the Romans could not defend themselves against the barbarian invasion. The reasoning score was made up of three elements: the number of stated causes for the fall of Rome, the extent to which causes were elaborated or explained, and whether multiple causes were integrated with each other or merely presented as separate causes. The scores ranged from zero to five.

We used the hand codes of the think-aloud data to predict the reasoning the students engaged in after reading the two accounts of the fall of Rome. Simple correlations of each of the coding categories with the reasoning scores indicated that three of them were significant predictors of the reasoning: causal self-explanations \( r(43) = .37, p = .01 \), elaborations that connected to the same text as the sentence being read \( r(43) = .31, p = .04 \), and elaborations that connected to the information in the previous text that had been read \( r(43) = .38, p = .01 \). No other coding categories were significantly correlated with the reasoning scores. Multiple regression analyses indicated that, taken together, these three indices accounted for 21% of the variance in the reasoning scores. Table 1 shows the variance accounted for \( R^2 \) by each of these indices of processing and the combined model. These findings are consistent with previous research on relationships between processing and understanding (Chi et al., 1994) or recall (Coté et al., 1998; Goldman, Coté, & Saul, 1995).

These results, more completely reported in Wolfe et al. (2000), indicate that readers who actively engage in processing text information are more likely to construct representations of the information that support complex reasoning about the information. These active processes include elaborating on text information by making connections to relevant world knowledge and by generating

<table>
<thead>
<tr>
<th>Table 1</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Proportion of Variance in Reasoning Scores Accounted for ( R^2 ) by Single and Multiple Predictor Models of Hand-Coded Data and Latent Semantic Analysis (LSA) Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Indices</td>
</tr>
<tr>
<td>Hand Codes</td>
</tr>
<tr>
<td>Individual factors</td>
</tr>
<tr>
<td>Causal self-explanation</td>
</tr>
<tr>
<td>Same text connection</td>
</tr>
<tr>
<td>Previous text connection</td>
</tr>
<tr>
<td>Multiple regression</td>
</tr>
<tr>
<td>Causal self-explanation + same text connection + previous text connection</td>
</tr>
<tr>
<td>LSA</td>
</tr>
<tr>
<td>Individual factors</td>
</tr>
<tr>
<td>Sentence-protocol (linear + quadratic)</td>
</tr>
<tr>
<td>Opposite text</td>
</tr>
<tr>
<td>Multiple regression</td>
</tr>
<tr>
<td>Sentence-protocol (linear + quadratic) + opposite text</td>
</tr>
</tbody>
</table>

Note—"Sentence-protocol" is the average cosine for each student between text sentences and their corresponding protocol statements. "Opposite text" is the cosine between the collection of protocol statements made in response to a text and the text to which the statements do not refer.
connections to other information in the set of texts from which the student is learning. In the next section, we will present an example of the use of LSA to account for these complex reasoning processes by using LSA analyses of the same think-aloud data to predict student reasoning. In applying LSA to the think-aloud data, our goal is to develop an LSA-based method to also tap into the underlying processes that support reasoning based on the information. Our goal, therefore, is not to account for the protocol codes themselves but, rather, to predict the same reasoning data that the protocol codes predict.

LSA Predictions of Reasoning From Multiple Texts

Developing an LSA-based method for accounting for the students' reasoning exemplifies efforts to deal with the two issues, discussed in the introduction, that arise when applying LSA to new tasks and topics. What LSA index reflects the kind of processing that the behavioral data reflect? Is the semantic space "just right" to provide reasonable estimates of semantic relatedness or similarity? First, we will address the "just right" dilemma, to establish and verify that the LSA space contained enough relevant text to be able to make reasonable semantic similarity judgments on the topic. Second, we will discuss the derivation of LSA-based indices that were appropriate to the task of accounting for the reasoning.

Establishing a valid LSA space. The goal in creating a semantic space for a specific application of LSA is simply to use a representative set of texts as input so that LSA may make semantic similarity judgments that are comparable to those a human would make in the same situation. In applications that do not involve specialized topic knowledge, researchers can utilize the general knowledge space available on the LSA Web site (http://lsa.colorado.edu). For more content-specific applications, however, the general knowledge space may not have enough texts about a particular topic to make sensible comparisons. In that case, it is necessary to construct a content-specific semantic space. It is important to realize that the use of a specific semantic space for specific content areas does not represent a theoretical or methodological shortcoming of LSA. It is simply an analogue of the situation with humans; if one is asked to make semantic judgments in a content area, that person is likely to read up on the topic, rather than perform the task with no particular expertise on the topic. For the fall of Rome topic, we constructed a semantic space, using age-appropriate materials related to ancient civilizations. Text documents were gathered from a sixth-grade textbook on ancient history. The specific civilizations covered were ancient Rome, Egypt, Greece, China, India, and the Middle East. In addition, texts from a CD-ROM encyclopedia on the same civilizations were collected. Each paragraph of text represented a separate document. A total of 1,534 documents with 8,352 unique words were used in creating the space.

The simplest way to establish the validity of a space is to take two text samples that, a priori, ought to be highly similar and test whether LSA does indeed provide cosines that indicate high similarity. At the same time, it is important to show that for two texts that, a priori, ought not be very similar, LSA provides cosines that indicate low similarity. In the present context, we reasoned that think-aloud statements that were coded as paraphrases of the text ought to be judged as highly similar to the presented text, whereas elaborations ought to be less similar. This is so because the meaning of a paraphrase of a sentence is similar or identical to the meaning of the sentence itself. For example, after the sentence These places were very far away from Rome, the center of the empire, was read, a student response that was coded as a paraphrase was "Rome was the center of the empire, and the places were far away from them." Comparing the text statement and the student's statement in the Ancient Civilization space produced a cosine of .84, indicating a high degree of semantic relatedness. This is just what we would expect if the semantic space was appropriate. But it is possible that the high cosine was the result of overlap on just a few of the words. What we also needed to demonstrate was that statements with a greater difference in overall meaning from the text statement were in fact assessed to have lower similarity, even if the statements shared some words in common. In the present context, a student's think-aloud response that was coded as an elaboration was less similar than the one coded as a paraphrase. Indeed, a response coded as an elaboration, "So they were afraid that something would happen because it was so far away or something," produced a cosine of .30. For this one sentence, the semantic space seemed to be "just right": LSA correctly assessed the semantic relatedness of the paraphrase statement to be higher than that of the elaboration. To determine that this was not an effect unique to the one sentence, we needed to look at all of the sentences and determine whether similarity was higher for paraphrases than for elaboration events in the corpus as a whole (all students, both texts). To do this, we calculated the text sentence to protocol statement similarity (cosine) for each pair and averaged across both texts. For students who produced a large number of paraphrases, the average cosine (similarity) should be higher than that for those who produced a low number of paraphrases.

The data in Figure 1 show that this is exactly the result we obtained. The correlation of average LSA similarity was quite high (see Table 2). Conversely for elaborations, we would expect a much weaker or no relationship between the frequency of elaborations and semantic similarity, because students may have been bringing a wide variety of information to bear that varies in semantic similarity to the text information. As a result, across the texts we would not expect a significant correlation between the number of elaborations and average similarity. Indeed, Figure 2 shows that there was no significant relationship.

These results show that, indeed, we have an LSA space that yields similarity values that make sense, given process differences in protocol statements. The results validate the use of our Ancient Civilization semantic
space as being reasonable for distinguishing the meaning of think-aloud statements.

There was one final step in the "just right" validation process. We performed these same analyses, using a general knowledge space available on the LSA Web site (the TASA text corpus) and using a space constructed from documents dealing solely with the Roman empire. The results are presented in Table 2. The Ancient Civilization space provided the best discrimination among students with respect to the number of paraphrases; the three spaces produced similar data for the elaborations. Therefore, we concluded that the Ancient Civilization space was the most valid for our purposes. In a different content area (psychology), Shapiro and McNamara (2000) also concluded that a specific content space provided better discrimination than did the general knowledge space. Having validated the space, we turn to our primary goal of accounting for the reasoning students did when explaining the fall of Rome.

**Using LSA to predict reasoning.** Deriving the LSA indices that would be appropriate predictors of the reasoning scores requires a detailed understanding of the relationship between processing, representation(s) formed on the basis of the processing, and subsequent reasoning, which is presumably based (at least to some degree) on the representation formed during text processing. As was discussed in the introduction, previous research indicates that more coherent representations result from processing that connects ideas in text to one another and to prior knowledge, especially if those connections are elaborative and causal (Chi et al., 1994; Côté & Goldman, 1999; Côté et al., 1998). At the same time, paraphrases and associations to single sentences do not tend to produce coherent representations of text. More coherent representations of text are associated with better learning. Indeed, the hand-coded data bore out this relationship in the case of the adolescents' reasoning about the causes of the fall of Rome. A simple translation of this relationship into the LSA world would lead to the expectation that comparisons of text sentences with protocol statements should yield average cosines that would be negatively correlated with reasoning scores: The higher the similarity is, the more paraphrases (and fewer elaborations) there are; hence, the lower the reasoning scores are.

However, the situation is more complex than that, and the simple translation algorithm is flawed. At one extreme, we expect that students who tend to process sentences by primarily considering the information in the immediate sentence will not create representations that are integrated with prior knowledge or with the other text they read. This is the tendency for students who paraphrase each sentence, largely in isolation from the others. They may have a good understanding of the ideas conveyed in a single sentence, but not how those ideas relate to other sentences in the text they are reading or to other texts they have read. As a result, we predict that students with a high degree of relatedness between protocol comments and text sentences will produce fewer causes and be less likely to produce integrated explanations for the causes.

At the other extreme are students who provide protocol comments that are very different from the meaning of

---

**Table 2**

<table>
<thead>
<tr>
<th>Semantic Space</th>
<th>Paraphrases</th>
<th>Elaborations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ancient Rome</td>
<td>.63*</td>
<td>-.02</td>
</tr>
<tr>
<td>Ancient Civilization</td>
<td>.74*</td>
<td>-.14</td>
</tr>
<tr>
<td>TASA—All (general)</td>
<td>.71*</td>
<td>-.22</td>
</tr>
</tbody>
</table>

Note—LSA cosines in the Ancient Rome space were generated using 100 dimensions, which provided the best correlations. *p < .0001.
the text sentences: They bring in associated but largely irrelevant knowledge (e.g., personal experiences, such as "I went to Rome once"). These students make use of prior knowledge, but in ways that are not helpful in creating a good representation of the text as a whole; nor does this knowledge establish relationships between ideas presented in the text. Protocol statements of this type would have low degrees of similarity to text sentences, because students are not basing their processing on what is presented in the text and are not relating different ideas from the text. This contrasts with causal self-explanations and elaborations that connect to other ideas from the text. Students at this unrelated processing extreme would also be expected to have relatively lower reasoning scores on their responses to why Rome fell than would those who elaborate.

Finally, consistent with the prior literature, we would expect more complex reasoning about why Rome fell from those students who engaged in elaborative processing that used relevant prior knowledge and generated appropriate connections to other sentences or elaborative comments. This processing pattern should produce intermediate levels of similarity between each text sentence and protocol comment. Many self-explanations will be in this intermediate range of semantic similarity. In other words, relevant elaborations build on the semantic content of the text and, thus, should yield higher similarity than the unrelated processing extreme, but lower similarity than the paraphrase processing extreme.

With this in mind, we calculated the cosine between text sentence and protocol comment pairs and constructed an average for each student over both texts. This average LSA similarity index indicates the extent to which students tend to add meaning to the sentences they process, with similarity decreasing the more they add and the more unrelated it is. We then used the average similarity scores to predict the reasoning scores. The results are shown in Figure 3. As was predicted by our foregoing analysis of the relationship between processing and reasoning, the nonlinear relationship was significant \( F(1,41) = 9.22, p = .004 \), resulting in 18% of the variability in reasoning scores being accounted for (see Table 1). The fit of the nonlinear trend line is shown in Figure 3. Students whose processing of sentences involved elaborating upon the meaning of the text information in terms of causal relationships and relevant prior knowledge had higher reasoning scores. Students whose processing was either too similar to the meaning of the texts or too different from the meaning of the texts had lower reasoning scores.

We derived another LSA-based index that captures the tendency to connect ideas across texts. More connections across texts suggests that a student is generating connections between arguments in the two texts during comprehension. In other words, they are comparing and contrasting the two different explanations for the fall of Rome. The LSA index of cross-connections compares the set of protocol statements from one text with the set of text sentences in the other text. These LSA similarity scores indicate the extent to which protocol comments made while one text is read are semantically related (connected) to the other text. For each student, two opposite-text cosines were computed, and the average was taken. These average opposite-text cosines were then correlated with the reasoning scores. The data are presented in Figure 4. Students whose think-aloud comments had a higher degree of semantic relatedness to the text they were not currently reading had more complex reasoning scores \( r(43) = .40, p = .007 \). This factor accounts for 16% of the variability in the complexity scores, a correlation about equal to the correlation of any of the processing indices (see Table 1).
As with the hand-coded indices, we conducted multiple regression analyses to determine the independent contribution of the two LSA indices and the total variability accounted for by the two. The extent to which students elaborated on the meaning of the sentences they read (the elaborative processing measure, as reflected in the linear and quadratic components shown in Figure 3) was used along with the opposite-text similarity measure in a multiple regression analysis to predict reasoning scores. The results of this analysis indicate that the model as a whole accounts for 26% of the variability in reasoning scores \(F(3,40) = 4.72, p = .007\), which is more than either measure individually. Thus, the LSA-based indices, as compared with the hand-coded ones, account for a comparable (or slightly higher) proportion of the variance in students’ reasoning.

**Discussion**

The quality of student reasoning about contradictory history texts was predicted by LSA (Landauer & Dumais, 1997) similarity indices that strategically compared student think-aloud data with the content of the texts the students processed. These LSA similarity indices predicted the students’ reasoning slightly better than did hand-coded processing indices of the same think-aloud data. The process of generating these LSA-based indices illustrates two critical points researchers need to attend to when applying LSA to psychological processing issues. First, the LSA indices need to be derived from a thorough understanding of the role that semantic relatedness plays in the psychological process of interest. In the present experiment, two LSA indices were generated from conclusions that were derived from extant empiri-
cal literature and theoretical frameworks that have elucidated the relationship between comprehension processes, representation, and reasoning. In one index, the similarity of a text sentence to its corresponding think-aloud statement was predictive of student reasoning in a curvilinear fashion, with intermediate levels of similarity corresponding to the highest reasoning scores. It is important to note that this curvilinear similarity function does not have a direct analogue in the hand-coding scheme. Rather, it was derived from, and was consistent with, conclusions about psychological processing that arose from previous literature. The other LSA-based index, the extent to which think-aloud comments from one text were similar to the content of the opposite text, was also predictive of student reasoning. This index was derived from a consideration of how students might process the two texts in order to evaluate the relative merit of the two historians’ arguments. A greater amount of comparative processing was hypothesized to lead to more complex reasoning in the students’ own explanations for the fall of Rome.

The two LSA-based indices were also combined in multiple regression analyses. The derivation of these LSA-based indices did not require the laborious process of hand-coding, and yet they accounted for slightly more variability in student reasoning than did the optimal combination of hand-coded categories. This result is interesting because coding of think-aloud data with the categories used here, or qualitatively similar categories, has been utilized by many researchers with excellent results in terms of characterizing the processing that takes place during comprehension and predicting memory and reasoning. The LSA advantage, albeit slight, may arise from the fact that semantic similarity scores are continuous, whereas coding categories are discrete.

The second issue that researchers need to attend to is that, for LSA to generate reasonable semantic relatedness judgments, the semantic space that is utilized must be created from a set of documents that approximates the knowledge that a human would need in order to make judgments under the same circumstances. For some applications, researchers wish to approximate the knowledge that the average novice would have about a topic. In such cases, it is appropriate to use a general knowledge semantic space. In other circumstances, the similarity judgments should approximate those of people who have relatively specialized knowledge about a topic, in which case it is more appropriate to use a specialized semantic space. In the present study, we wished to simulate judgments that would be made by someone with a reasonable amount of knowledge about ancient civilizations, so we created a specific space with documents relating to that topic. This was the most appropriate semantic space, because all of the participating adolescents had studied ancient Rome within the 4-month period prior to the study of reasoning. In order to evaluate the appropriateness of this semantic space, the text sentence to think-aloud statement similarity scores were correlated with both the extent to which the subjects tended to elaborate on sentences. The correlations with paraphrases were quite high, whereas there was no correlation with the elaborations. In addition, our specialized Ancient Civilization space distinguished between these processing indices more effectively than did a general knowledge space. This particular method serves as an example of a means by which a semantic space can be evaluated. For other LSA applications, researchers need to devise tests specific to those applications in which LSA similarity indices are compared with judgments that would be made by humans who possess approximately the same knowledge, necessary to perform the task of interest.
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NOTE

1. The order in which the texts were read was not considered in this analysis, because each text makes explicit reference to the theory put forth in the other text. As a result, students know at the beginning of the first text that there are opposing theories that will be addressed and what the theories are. Thus, the students could integrate comments about the theory put forth in the second text while they processed the first text, in addition to commenting on the theory put forth in the first text while they processed the second text.
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